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Abstract. We introduce a machine model for the execution of strategies in (reg-
ular) infinite games that refines the standard model of Mealy automata. This
model of controllers is formalized in the terminological framework of Turing ma-
chines. We show how polynomially sized controllers can be found for Muller and
Streett games. We are able to distinguish aspects of executing strategies (”size”,
”latency”, ”space consumption”) that are not visible in Mealy automata. We
show upper and lower bounds for these parameters for several classes of ω-regular
games.

1 Introduction

Strategies obtained from ω-regular games are used to obtain controllers for re-
active systems. The controllers obtained in this way are transition systems with
output, also called Mealy machines. The physical implementation of such ab-
stract transition systems raises interesting questions, starting with the observa-
tion that the naive implementation of a Mealy machine by a physical machine
(such as a circuit or a register machine) essentially amounts to encoding a large
case distinction based on the current input and state. This approach entails con-
siderable complexity challenges [BGJ+07], as it essentially preserves the size of
the underlying Mealy machine. These machines are known to be large in gen-
eral [DJW97]. The complexity of solving ω-regular games reflects this problem
[HD05,HD08,Hor08,EJ99]. Reducing the size of a given Mealy machine has been
investigated [HL07,GH11] but must ultimately obey the general bounds men-
tioned. These observations indicate that pursuing a direct approach, without the
detour via Mealy machines, in synthesizing controllers may be worthwhile. We
propose a new model for reasoning about such physical machines and their syn-
thesis. This model, called a strategy machine, is based on an appropriate format
of Turing machines. The concept of a Turing machine is widely used in theoretical
scenarios to model computational systems, such as [GHS09]. A strategy machine
is a multi-tape Turing machine which has two distinct tapes, one for input and
output and another for storing information from one computation to the next.
Referring to a given game graph, the code of an input vertex appears on the
IO-tape and an output is produced. The process is then repeated. This model in-
troduces new criteria for evaluating a strategy. For example, it now makes sense
to investigate the number of steps required to transform an input into the corre-
sponding output, called the latency. Likewise we may ask how much information
needs to be stored from the computation of one output to the computation of the
next output. Note that translating a Mealy machine into this model entails the
problems discussed above and yields a machine with size (the number of control
states) roughly equal to the size of the Mealy machine.



Introducing the model of a strategy machine, we present initial results for
two classes of ω-regular games, namely Muller and Streett games. Building on
Zielonka’s algorithm [Zie98], we show that in both cases we may construct strat-
egy machines implementing a winning strategy of an exponentially lower size
than any Mealy machine winning strategy: Both the size of the strategy machine
and the amount of information stored on the tape are bounded polynomially
in the size of the arena and of the winning condition (given by a propositional
formula φ or a set of Streett pairs). Moreover, for Streett games even the latency
is bounded polynomially in these parameters. For Muller games the latency is
linear in the size of the enumerative representation of the winning condition. We
also present lower bounds for the latency and space requirement by translating
some well known results from the theory of Mealy machine strategies to our
model. This yields lower bounds for Muller, Streett, and LTL games.

In related work Madhusudan [Mad11] considers the synthesis of reactive pro-
grams over Boolean variables. A machine executing such a program falls into
the model discussed above. The size of the program then loosely corresponds
to the number of control states. In the same way, the requirement of tape cells
loosely corresponds to the number of Boolean variables. The latency and space
requirement are not studied in [Mad11].

The paper is structured as follows. First, we give a formal introduction of
the Turing machine model mentioned above. We formally define the parameters
latency, space requirement, and size. Next we recall some elementary concepts of
the theory of infinite two player zero-sum games with ω-regular winning condi-
tions. We show lower bounds for the latency and space requirement of machines
implementing winning strategies in Muller, Streett and LTL games. Then we
develop an adaptive algorithm for Muller games. This algorithm is based on
Zielonka’s construction [Zie98] using some ideas from [DJW97]. The latency and
space consumption strongly depend on the way the winning condition is given.
We illustrate this fact by showing how the algorithm can be used to obtain an ef-
ficient controller – that is, one with latency, size and space requirement bounded
polynomially in the size of the arena and the winning condition. If the winning
condition is a Streett condition, this is particularly promising, because Streett
conditions are more succinct than explicit Muller conditions.

2 Strategy Machines – A Formal Model

The intuition of a strategy1 machine is that of a ”black box“ which receives an
input (a bit-string), does some internal computation and at some point produces
an output. It then receives the next input and so forth. We will refer to such
a sequence of steps – receive an input, compute, produce an output – as an
iteration. In general it is allowed for such a machine to retain some part of its
current internal configuration from one iteration to the next. However, it need not
do so. Also, the amount of information (how this is quantified will be discussed
shortly) is a priori not subject to any restriction. In particular, a strategy machine
may require an ever growing amount of memory, increasing from one iteration
to the next, to store this information.

1 Strategies are not formally defined until the next section. The reader may want to skip ahead
and read the basic terminology on games if a question arises.



Our model of a strategy machine is a deterministic (k + 2)-tape Turing ma-
chine M, k ∈ N = {1, 2, . . .}. The tapes have the following purpose. The first
is a designated IO-tape, responsible for input to and output from the machine.
A bit-string w ∈ B∗, B = {0, 1}, is the content of the IO-tape at the beginning
of an iteration. The machineM is also in a designated input-state at this point.
NextM performs some computation in order to produce an output. During this
computation the remaining k+1 tapes may be used. We first discuss the k com-
putation tapes. As the name suggests, these tapes are used – as in any Turing
machine – to store all the data needed for the computation of the output. The
content of the computation tapes is deleted immediately before a new iteration
begins. In particular, they cannot be used to store information from one itera-
tion to the next. Storing such information is the purpose of the memory tape. Its
content is still available during the next iteration. In order to produce an output
M will write this output, another bit-string, on the IO-tape. Then it will enter
a designated output-state. Let B̂ = B ⊎ {#}. We define:

Definition 1 (k-tape Strategy Machine). A strategy machine is a determin-
istic (k + 2)-tape Turing machine M = (Q,B, B̂, qI , qO, δ) with two designated
states qI and qO, called the input-state and the output-state of M respectively.
We require the partial function δ : Q × B̂k+2 99K Q × (B̂ × {←, ↓,→})k+2 to be
undefined for all pairs (qO, b1, b2, b3) ∈ Q× B̂3. Furthermore we require that no

transition leads into qI . The tapes ofM are denoted tIO, t
(i)
com, 1 ≤ i ≤ k, tmem,

and are called the input-output-tape (IO-tape), the computation-tapes and the
memory-tape respectively.

In the following paragraphs we assume k = 1 to simplify the notation. If k = 1

we simply write tcom for t
(1)
com.

Given a strategy machineM we denote its size by ‖M‖ = |Q|−2. The size is
the number of states not counting the input and output state. A configuration c
ofM comprises the current state q(c), the contents of the IO-, computation- and
memory-tapes, tIO(c), tcom(c) and tmem(c) as well as the current head positions
hIO(c), hcom(c) and hmem(c) on the respective tapes. It is defined as a tuple

(q(c), tIO(c), tcom(c), tmem(c), hIO(c), hcom(c), hmem(c)) ∈ Q× (B̂∗)3 × Z3

The successor relation on configurations is defined as usual and denoted ⊢, its
transitive closure is denoted by ⊢∗. An iteration of M is a sequence c1, . . . , cl
of configurations, such that for 1 ≤ i ≤ l − 1 we have ci ⊢ ci+1. It starts with
c1 = (qI , x, ε, wmem, 0, 0, 0) and ends with cl = (qO, y, w,w

′
mem, h, h

′, h′′) for some
elements x, y ∈ B∗, arbitrary words w,wmem, w

′
mem ∈ B̂∗ and integers h, h′, h′′ ∈Z. We denote iterations by pairs of configurations (c, c′) where the state in c

is qI and that in c′ is qO. Since M is deterministic there exists at most one
iteration leading from c to c′ (since qO has no outgoing transitions and qI has
no incoming transitions). If no such iteration exists, we say the pair (c, c′) is an
illegal iteration. Otherwise it is a legal iteration.

Given a word u = x1 · · · xn ∈ A∗, where A = B∗, a run of M on u is
a sequence of legal iterations (c1, c

′
1), . . . , (cn, c

′
n), such that tIO(ci) = xi and

tmem(c′i) = tmem(ci+1). By convention tmem(c1) = ε. Note that by the definition
of an iteration tcom(ci) = ε and hcom(ci) = hIO(ci) = hmem(ci) = 0. A strategy



machineM defines a function f : A→ A where f(u) = tIO(c
′
n). By extension it

defines a function fM : A∗A→ A, the function implemented by M.
The latency T (c, c′) of a legal iteration (c, c′) is the number of configurations

on the unique path from c to c′. If the latency of all iterations in any run is
bounded by a constant, we define the latency T (M) of M to be the maximal
latency over all such (legal) iterations. Finally we define the space requirement
S(c, c′) of a legal iteration (c, c′) to be the number of tape cells of tmem visited
during that iteration. Again the space consumption S(M) ofM is the maximum
over all space consumptions, if such a maximum exists. Note that both latency
and space consumption refer to quantities needed to execute a single iteration
between reading a ∈ A and outputting b ∈ A. In other words they capture the
resources required to execute one iteration.

Recall that a Mealy machine is a quintuple M = (M,Σ,m0, δ, τ) with states
M , input/output alphabet Σ, initial state m0, transition function δ : M×Σ →M
and output function τ : M×Σ → Σ. There is a straightforward way to transform
a Mealy machine M into an equivalent strategy machine (that is one, which
implements the same function). We take an arbitrary encoding e : M → B∗ which
allows us to write elements from M onto the tape of a Turing machine. Note
that we need ⌈log2(|M |)⌉ bits to do so. Likewise we use an encoding e′ : Σ → B∗.
Then our machine MM proceeds as follows. On the memory tape it maintains
e(m) where m is the current state of M. The program has a copy of the table
〈(m,x, δ(m,x), τ(m,x))〉(m,x)∈M×Σ in its state space. For efficient lookup the
table can be represented as a binary search tree indexed by e(m) · e′(x) ∈ B∗.
Thus traversing the tree requires time O(log2(|M |) + log2(|Σ|)). The tree itself
has size O(|M | · |Σ|). The memory update requires at most log2(|M |) steps. So
we get:

Proposition 1. For every Mealy machine M = (M,Σ,m0, δ, τ) there exists an
equivalent 1-tape strategy machine MM with size ‖MM‖ ∈ O(|M | · |Σ|), space
requirement S(MM) ∈ O(log2(|M |)) and latency T (MM) ∈ O(log2(|M |) +
log2(|Σ|)).

3 Basics on Games

In this section we briefly recall the most basic facts on ω-regular games. We
assume the reader is familiar with these concepts. An introduction to the theory
can be found in e.g. [GTW02,Löd11,PP04].

An arena is a directed graph A = (V,E) with the property that every vertex
has an outgoing edge. We assume that there is a partition V = V0 ⊎ V1 of the
vertex set. A subarena is an induced subgraph A↾V ′ obtained by taking a subset
V ′ ⊆ V and considering the induced subgraph (restricting E′ = E ∩ V ′ × V ′).
We tacitly require V ′ to be such that every vertex v ∈ V ′ has a neighbor in V ′.
An i-trap is a subset V ′ ⊆ V , such that for every v ∈ Vi one has vE ⊆ V ′ and
for all v ∈ V1−i one has vE ∩ V ′ 6= ∅. An i-trap induces a subarena.

A infinite two player game (in this paper simply called a game) is a tuple
G = (A, ϕ) with an arena A and a winning condition ϕ ⊆ V ω. There are
two players, called player 0 and player 1. Given an initial vertex v0 ∈ V they
proceed as follows. If v0 ∈ V0 player 0 chooses a vertex v1 in the neighborhood
vE of v. Otherwise v0 ∈ V1 and player 1 chooses a neighbor v1. The play then



proceeds in the same fashion from the new vertex v1. In this way the two players
create an infinite sequence π = π(0)π(1) · · · = v0v1 · · · ∈ V

ω of adjacent vertices
(π(i), π(i + 1)) ∈ E called a play. Player 0 wins the play π if π ∈ ϕ. Otherwise
player 1 wins. G is called ω-regular if ϕ is an ω-regular set. All games considered
in this paper are ω-regular.

A strategy for player i is a mapping σ : V ∗Vi → V assigning an element from
vE to each string w ∈ V + with last(w) = v (where last(·) denotes the last
element of a sequence). π is consistent with σ if for every n ∈ N with π(n) ∈ Vi
we have π(i + 1) = σ(π(0) · · · π(n)). σ is a winning strategy for player i is every
play consistent with π is won by player i.

The winning region of player i, written Wi, is the set of vertices v ∈ V , such
that player i has a winning strategy σv from v. It can be shown that in ω-regular
games V =W0 ⊎W1, i.e. from any given vertex either one player has a winning
strategy or the other one does. If v ∈ Wi we say player i wins from v.

One usually does not specify the winning condition ϕ directly. Instead there
are several types of winning conditions. In this paper we are concerned with only
three of them: Muller, Streett and LTL conditions. We describe each of them in
turn.

A Muller condition is given by a set propositional formulas φ with variables
V . A play π is won by player 0, if φ if the infinity set Inf(π) = {v ∈ V |
∀n∃m ≥ n : π(m) = v} is a model of φ, i.e. Inf(π) |= φ. In this situation we
also say π satisfies φ. Equivalently Muller conditions are often defined as a set
F ⊆ P(V ) of subsets of V . Conditions given by such a set F are called explicit
Muller conditions. The two formalisms are equivalent. However, the first can be
exponentially more succinct than the second. A game G = (A,F) with a Muller
condition F is called a Muller game.

A Streett condition is given by a set Ω = {(R1, G1), . . . , (Rk, Gk)} of pairs of
sets Ri, Gi ⊆ V . A set X ⊆ V violates a Streett pair (R,G) ∈ Ω if R ∩X 6= ∅
but G ∩X = ∅. A play π violates (R,G) if Inf(π) violates (R,G). If π does not
violate any pair (R,G) ∈ Ω, then π satisfies Ω and is won by player 0. Otherwise
there exists a pair which is violated and player 1 wins. A game G = (A, Ω) with
a Streett condition Ω is called a Streett game.

Finally, an LTL condition is one where the set of winning plays for player 0,
ϕ, is given by an LTL-formula2. More precisely, if V is the set of vertices of the
arena and if φ is an LTL formula over the propositions V , we have ϕ = {π ∈
V ω | π |= φ}. A game with an LTL condition is called an LTL game.

The last concept we would like to briefly recall is that of an attractor. Let

A = (V,E) be an arena, i ∈ B and let S ⊆ V be a set. Let A
(i)
0 = S and define

A
(i)
k+1 = {v ∈ Vi | vE ∩A

(i)
k 6= ∅} ∪ {v ∈ V1−i | vE ⊆ A

(i)
k } ∪A

(i)
k

The set AttrAi (S) =
⋃

k A
(i)
k is called the i-attractor on S. It is the set of

vertices from which player i can enforce to visit S. A corresponding strategy is
called an attractor strategy (see [GTW02,Löd11]). In the following section we will
use the fact that an attractor can be computed in time O(|V | · |E| · log2(|V |)) by
a two-tape Turing machine. The details are explained in the appendix. Indeed:

2 To describe the syntax and semantics of linear temporal logic (LTL) is beyond the scope of
this paper. We refer the reader to [GTW02,Löd11] for more information on LTL and games
with LTL winning conditions.



Remark 1. All complexity considerations in this paper are subject to the precise
assumptions one makes about representing data structures in the Turing machine
domain. We make all of those assumptions precise in the appendix. There we also
explain how one can obtain the claimed complexity results.

4 Lower Bounds

We would like to address the question of lower bounds on the space requirement
and latency of any machine implementing a winning strategy for player 0 in
certain classes of games. The following proposition will be useful:

Proposition 2. LetM be a strategy machine with a space requirement of n ∈ N.
Then the strategy implemented by M can be implemented by a Mealy machine
with 2n states3.

Proof. It suffices to observe that the only information retained from one itera-
tion to the next is the content of the memory tape. If the bound on the space
requirement is n then there can be at most 2n different configurations of the mem-
ory tape. Any legal computation (c, c′) is completely determined by the content
tmem(c) of the memory tape and the input tIO(c). Hence a Mealy machine with
state space Bn and transitions δ(w, v) = w′, τ(w, v) = v′ for w = tmem(c),
w′ = tmem(c′) and v = tIO(c), v

′ = tIO(c
′) will simulate M, i.e. it will compute

the same function. ⊓⊔

Let f : N→ N. Let (Gn)n≥0 be a family of games with Gn = ((Vn, En), ϕn)
and |Vn| ∈ O(n), such that no Mealy machine with less than f(n) states imple-
ments a winning strategy for player 0 in Gn. Then we say the family (Gn)n≥0 is
f -hard. By extension we say that a class C of games is f -hard if there exists an
f -hard family in C. Such a family is called a witnessing family.

Note that the definition of hardness above does not bound the size of the
underlying winning condition. For important classes of games we can bound this
size linearly in n:

Proposition 3. The classes of Muller games, given by a propositional formula,
and the class of Streett games, given by a set of Streett pairs, are 2n-hard. The
conditions (propositional formulas, set of Streett pairs) of the witnessing families
are no larger than O(|V |).

Note that Muller games are even (n2 )!-hard ([DJW97]). However, in this case the
size of the winning condition is not linear in the size of the graph.

Let C be a class of games. A (solution) scheme for C is a mapping S assigning
a strategy machine S(G) to every game G ∈ C, such that S(G) implements a
winning strategy for player 0 in G.

Lemma 1. Let f, g : R+ → R+, such that f is strictly monotone and differen-
tiable with f ′(x) 6= 0 for all x ∈ R+. Let C be a 2Ω(f(n))-hard class of games.
Assume for some q ∈ (0, 1) we have g(x) ∈ O(f(x)q). Then there can be no so-
lution scheme S for C, such that S(G) has space requirement in O

(

g(m)
)

where
m = |V |.

3 For simplicity we assume that on the memory tape only the symbols 0 and 1 are used and #
is reserved for the unvisited part of the tape. If # is also allowed, some minor modifications
to the proofs that follow are necessary. The underlying ideas, however, are the same.



Proof. We may choose a 2Ω(f(n))-hard family (Gn)n≥0 of games in C. Choose
n0 ∈ N large enough and α, β, γ ∈ R+ such that (Gn)n≥n0 is (α · 2f )-hard and
g(x) ≤ β · f(x)q for all x ≥ n0 and |Vn| ≤ γ · n for all n ≥ n0. Up to choosing
the family (Gn)n≥n0 we may assume n0 = 0. One easily verifies that it is also no
loss of generality to assume α = β = γ = 1.

We have 2g(n) < 2f(n) iff g(n) < f(n). Now we have

g(x)

f(x)
≤
f(x)q

f(x)
=:

h(x)

l(x)

Since f is strictly monotone, so is x 7→ f(x)1−q. Elementary calculus shows:

h′(x)

l′(x)
= q ·

1

f(x)1−q
−−−→
x→∞

0

Since f ′(x) 6= 0 for all x ∈ R+ we may apply l’Hospital’s rule. We obtain

limx→∞
g(x)
f(x) = 0. ⊓⊔

We call a function f : R+ → R+ sub-linear if f ∈ O(xq) for some q ∈ (0, 1).
It is a well known fact that all polylogarithmic functions are sub-linear. In fact,
for every k ∈ N and every q ∈ (0, 1) one has log(x)k ∈ O(xq). We obtain:

Theorem 1 (Lower Bound on Space Requirement). There is no solution
scheme S for the class of Muller games or Streett games which assigns a strategy
machine S(G) to G = ((V,E), ϕ) that has a space requirement sub-linear in |V |.
In particular, for no k ∈ N can there be such a scheme with space requirement
in log2(|V |)

k.

Proof. In the previous lemma set g(x) = xp, p ∈ (0, 1) and f(x) = x. ⊓⊔

For Turing machines it is well known that any time-bound is also a space-
bound. This also holds for strategy machines: LetM be a strategy machine with
T (M) ≤ N ∈ N. Note that the head position of all three heads is reset to zero
at the beginning of every iteration. ConsequentlyM will always only access the
first N bits of the memory tape. This implies:

Proposition 4. Let M be a strategy machine with latency T (M) bounded by
N ∈ N. Then the space requirement S(M) is also bounded by N .

We immediately obtain:

Corollary 1 (Lower Bound on Latency). There is no solution scheme S
for the class of Muller games or Streett games which assigns a strategy machine
S(G) to G = ((V,E), ϕ) that has a latency sub-linear in |V |. In particular, for
no k ∈ N can there be such a scheme with space requirement in log2(|V |)

k.

Finally. we would like to apply lemma 1 to LTL-games. We note (a proof is given
in the appendix):

Proposition 5. The class of LTL-games is 22
n

-hard. The winning conditions of
the witnessing family are of size O(n2).

A subexponential function is a mapping f : R+ → R+ for which f ∈ O((2x)q) =
O(2qx) for some q ∈ (0, 1). Again it is well known that all polynomial functions
are subexponential.



Theorem 2 (Lower Bounds for LTL-Games). There can be no solution
scheme for LTL-games, which assigns a strategy machine with latency or space
requirement subexponential in |V | to every LTL game G = ((V,E), ϕ). In partic-
ular, there can be no such scheme with a latency or space requirement polynomial
in |V |.

Proof. Letting g(x) = 2qx for some arbitrary q ∈ (0, 1) and f(x) = 2x we may
apply lemma 1. ⊓⊔

5 Muller Games

We consider Muller games G = (A,F) with an arena A = (V,E) and a winning
condition F ⊆P(V ). We will briefly recall Zielonka’s construction [Zie98,DJW97]
in the next subsection and illustrate how to use it to construct a small strategy
machine implementing a winning strategy for player 0 in G.

5.1 Zielonka’s Algorithm

We need some notation. Given a finite set V of vertices, a winning condition
F over V and a set X ⊆ V we write F ↾X := F ∩P(X) for the condition F

restricted to the vertices X. Next we define

max(F) = {V ′ ⊆ V | V ′ /∈ F ∧ ∀V ′′ ) V ′ : V ′′ ∈ F}

for the set of all subsets of V , which are maximal (w.r.t. set inclusion) with the
property that they are not in F. We denote the complement of a set X ⊆P(V )
in P(V ) by XC = P(V ) \X.

Given a winning condition F ⊆ P(V ), we define the Zielonka tree of F,
denoted by ZF, as follows:

– The root of ZF is labeled with V .
– If s is a node in ZF labeled with a set A ⊆ V , such that A ∈ F and k =
|max(F ↾ A)| then s has exactly k children, each labeled with a distinct
element from max(F↾A).

– If s is a node in ZF labeled with a set A ⊆ V , such that A /∈ F and k =
|max(FC ↾ A)| then s has exactly k children, each labeled with a distinct
element from max(FC ↾A).

Nodes which are labeled with an element from F are called 0-level nodes. The
remaining nodes are called 1-level nodes. A tree is a 0-tree (resp. 1-tree) if all of
its 0-level (resp. 1-level) nodes have at most one child.

For technical reasons we often refer to the Zielonka tree Z as a labeled tree
Z = (N,λ) with node set N ⊆ N∗ (assumed to be prefix closed) and labeling
function λ : N →P(V ) as described above. Note that the root of Z is the empty
sequence ε. We sometimes make use of additional labeling functions which will
be defined in the sequel.

A path from the root to a leaf in a Zielonka tree Z = ZF is a sequence
p = x0, . . . , xk of nodes xi ∈ N . As indicated, we assume that the node xk is a
leaf in Z. In particular, unless stated otherwise, when we use the term “path”
we mean one that starts in the root and ends in a leaf. On the path p as given



above we write p(i) = xi ∈ N for the i-th node in p. Observe that p(0) is the
root of Z, which is part of every path.

Note that the sequence λ(p(0)), . . . , λ(p(k)) is a ⊇-decreasing sequence of
sets V = V1 ) V2 ) · · · ) Vk. Consequently k ≤ |V |. We usually include the
sets λ(p(i)) in the description of a path, writing p = (x0, λ(x0)), . . . , (xk, λ(xk)).
Again the i-th element of p is denoted by p(i) = (xi, λ(xi)). We write ‖p‖ = k
for the length of p. Denote the set of all such paths by PZ .

Zielonka’s algorithm can now be described as follows (this presentation follows
[DJW97]). Given an arena A = (V,E) and a winning condition F over V , we
consider the Zielonka tree Z = ZF = (N,λ).

We may assume that the winning regionW0 of player 0 is all of V . Otherwise
we restrict A toW0 (note that this is still an arena). We define a labeling κ : N →
P(V ), which assigns subarenas to each node. For ease of notation we represent
subarenas by their vertex set. In other words, if we use the labeling function λ,
we talk about infinity sets good for either player 0 or player 1. If we use κ, we
talk about arenas.

We set κ(ε) = V . If the labeling for x ∈ N has been defined and if x0, . . . , xk−1

are the children of x in Z, we proceed as follows:

1. If x is 0-level we compute Ai = Attr
κ(x)
0 (λ(x) \λ(xi)) for i = 0, . . . , k− 1. We

then set κ(xi) = κ(x) \Ai.
2. If x is 1-level the computation is much more involved. We define several

sequences of sets, (Ui)i≥0, (Ai)i≥1, (Ei)i≥1, (Xi)i≥1, (Yi)i≥1 and (Zi)i≥1. Let
U0 = ∅ and X0 = κ(x). Think of Ui as the set of vertices from which player
0 knows how to win. For i ≥ 1 we compute

– Ai = Attr
κ(x)
0 (Ui−1)

– Xi = κ(x) \ Ai

– Ei = AttrXi

1 (λ(x) \ λ(xi mod k))
– Yi = Xi \ Ei (note that Yi ⊆ λ(xi mod k))
– Let Zi be the winning region of player 0 in the subgame (A ↾ Yi,F ↾

λ(xi mod k))
– Ui = Ai ∪ Zi.
– Finally we set κ(xi) =

⋃

j≡i mod k

Zj .

Proposition 6. The sequence (Ui)i≥0 is monotonically increasing. It becomes
stationary when the last k elements are identical, where k is the number of chil-
dren of x. Therefore the length of this sequence is bounded by k · |V |.

Remark 2. For a given 1-level node x ∈ N we will sometimes need to refer to
the sets (Ui)i≥0 as computed above. To this end we will write Ux

i for the i-th set
of this sequence as computed for x.

We are now left with a tree (N,λ, κ), which we will also denote by Z. Recall
that we assumed W0 = V = κ(ε). For a proof of the following two lemmas the
reader is referred to [DJW97,Zie98]:

Lemma 2. For every x ∈ N player 0 wins from every vertex in the subgame
(κ(x),F↾λ(x)).

Note that this implies that player 0 does not have to leave κ(x) to win.



Lemma 3. If x is 1-level, then then κ(x) =
⋃

i U
x
i where the Ux

i are computed
as above. In particular, for every v ∈ κ(x) there exists i with v ∈ Ux

i .

The algorithm presented in [DJW97] works as follows. As memory it uses
the set of paths PZ leading from the root to a leaf. Given a vertex v ∈ V ,
we consider the current memory state, p = x0, . . . , xm. We pick the maximal
index i, such that v ∈ κ(xi). Following the terminology from [DJW97] xi is
called the anchor node of v with respect to p. If xi is a 0-level node, this implies

v ∈ Attr
κ(xi)
0 (λ(xi)\λ(xi+1)). Then we play the corresponding attractor strategy.

As soon as a vertex from λ(xi)\λ(xi+1) is reached we update the memory. To this
end let c0, . . . , ck−1 be the children of xi in Z. Let xi+1 = cj . Then the update
is performed by replacing p by a path to a leaf in the subtree below cj+1 mod k.

If xi is a 1-level node, we consider the sets (Uxi

j )j≥0 as described above.
Note that, since we assumed W0 = V , player 0 wins from every vertex in
κ(xi). Note also that, by construction, player 0 cannot force the token outside
of λ(xi) ∈ F1. Hence player 0 must be able to keep the token in one of the sets
λ(c0), . . . , λ(ck−1), where c0, . . . , ck−1 are the children of xi in Z. Let t be mini-
mal with the property that v ∈ Ut (note that t exists by lemma 3). Then either

v ∈ Zt or v ∈ Attr
κ(xi)
0 (Ut−1). In the first case we pick ct mod k and update the

memory to some path that goes through this node (note that ct mod k = xi+1

would contradict the maximality of i; hence a memory update is necessary). We
move to an arbitrary node in Zt. Otherwise we leave the memory state unchanged
and play according to the attractor strategy for Ut−1. We will skip the proof that
this constitutes a winning strategy (for details, see [DJW97,Zie98]).

5.2 An Adaptive Algorithm

Let F be a Muller condition over V and let A = (V,E) be such that W0 = V in
G = (A,F). In this section we will give a strategy machine M implementing a
winning strategy for player 0 in G. The strategy machine will use the memory
tape to store the state of certain subcomputations. This will enable us to “spread
out” costly computational tasks over the duration of the play. Thus the algorithm
adapts to the current play.

We will need two auxiliary Turing machines. The latency, size and space
consumption ofM as given below will depend on these machines. In order to be
able to talk about complexity, we will use the following assumptions. The details
can be found in the appendix. We assume that A is given as a 2-tape Turing
machine of size |V |2 as described in appendix A.1. The strategy machine for
G will be assumed to access this Turing machine as a subroutine. All auxiliary
machines which need access to A will also use this representation. Secondly, we
assume F is given in the form of a propositional formula φ = φF. This formula
is, in turn, given as a 2-tape Turing machine (see A.3). This requires space
O(‖φ‖ · log2(|V |)). Again, M has a copy of this machine in its state space and
all auxiliary machines can access it.

The first auxiliary machine, Mλ, computes the labeling function λ. More
precisely,Mλ is a two tape Turing machine working as follows: Let (X,X ′) with
X ′ ⊆ X ⊆ V . We assume that if X ∈ F, then X ′ ∈ max(F ↾ X) and X ′ ∈
max(FC ↾X) otherwise. The inputs toMλ will be such that these assumptions
are always satisfied. Given such an input,Mλ will then compute (using only the



second tape) the next4 label X ′′ from max(F↾X) (resp. max(FC ↾X)) and write
it on the second tape. The reason we use a two tape machine here is to separate
reading the input from computing the set.

For the sake of computing the label of a node where we do not have the
label of a sibling available, we also require that Mλ accepts inputs (X,n) with
n ∈ N. Then we require that Mλ terminates with the label of the n-th child of
the node labeled with X. If n exceeds the number of children of X the behavior
is undefined.

Before describing the second auxiliary machine, we have to address a com-
plexity issue: Let x be 1-level with children c0, . . . , ck−1. The number k can be
quite large in general (exponential in |V |). The number m of sets in the sequence
(Ux

i )i≥0 is bounded by m ≤ k · |V | (see proposition 6). However, there can be at
most |V | positions i with Ux

i ( Ux
i+1 since (Ux

i )i≥0 is monotonically increasing.
This implies that in the sequence (Dx

i )i≥1, where D
x
i = Ux

i \ U
x
i−1, there are at

most |V | elements 6= ∅. Consequently, we can store the sequence (Dx
i )i≥1 on tape

as a set of at most |V | pairs Dx = {(bin(i),Dx
i ) | D

x
i 6= ∅} where bin(i) denotes

the binary representation of i. Since i ≤ |V | · k ≤ |V | · 2|V | we see that bin(i)
requires at most |V |+ log2(|V |) bits. Furthermore

∑

i |D
x
i | ≤ |V | whence storing

all pairs (bin(i),Dx
i ) with Di 6= ∅ requires ≤

∑

i log2(|V |)+|V |+|D
x
i |·log2(|V |) ≤

|V | · (log2(|V |) + |V |) + |V | · log2(|V |) ∈ O(|V |2) bits to store all pairs. We can
compute the label κ(cj) for any child cj of x in Z using the data structure above:

Proposition 7. Let x be a 1-level node and let with kx children c0, . . . , ckx−1.
The set κ(cj) for any fixed j ∈ {0, . . . , kx − 1} can be computed from Dx =
{(bin(i),Dx

i ) | D
x
i 6= ∅} and the number kx of children of x by a 2-tape Turing

machine in time O(|V |3 · |E|).

Proof. We only need to scan the sequence for entries with index i = j mod k and

remove the attractor Attr
κ(x)
0 (Uj−1) from this set, obtaining Zj . The union of all

these remaining sets is then κ(cj).
To compute κ(cj) a Turing machine proceeds as follows. It computes the

union of all sets Dx
i seen so far. This requires time O(log2(i) + |D

x
i | · log2(|V |))

for every Dx
i encountered. If the set Dx

i additionally satisfies i = j mod kx (which
requires time O(|V |2) to check) we compute an attractor on the union so far.
This requires O(|V | · |E| · log2(|V |)) ⊆ O(|V |2 · |E|) steps. The difference of Dx

i

and this attractor is Zx
i . The dominating factor in the computation for each i is

thus |V |2 · |E| and there are at most |V | indices i. ⊓⊔

For the second auxiliary machine, let Mκ be a Turing machine which com-
putes the set Dx as well as the number kx of children of x. More specifically,Mκ

takes a set V ′ /∈ F and a subarena B = (V ′′, E|V ′′) of A with V ′′ ⊆ V ′ as input.
Let F′ = FC ↾V ′. Then Mκ terminates with output D and k = |max(F′)| with
respect to B and to the root in ZF′ .

We now construct a strategy machineM of a winning strategy for the Muller
game G as follows. Initially the memory tape contains the leftmost path (given
some fixed order on the elements of P(V )) of the Zielonka tree Z = ZF. We
compute a labeling function κ(x) plus some additional data (the set Dx and the
number kx of children if x is 1-level) for a given node x as the play evolves. If the

4 We assume that a fixed order of the labels is given.



memory state is updated to a path p which does not visit x, then the computation
for x is lost. The justification for this is the following. In every infinite play π
there exists a unique lowest node xπ which is the anchor node of π(n) for infinitely
many n ∈ N. xπ is the root of the smallest subtree of Z, such that the play is
entirely confined within κ(xπ) from some point onward. Consequently, the label
κ(xπ) will, from some point onward, no longer be deleted.

To formally defineM we need some notation. First of all we slightly redefine
the labeling κ from the previous subsection to a labeling κ′. The label κ′(x) =
κ(x) for a 0-level node x is unchanged. The label for a 1-level node x is changed
to κ′(x) = (κ(x),Dx, kx) to also include the set Dx as defined above as the set of
all Dx

i = Ux
i \U

x
i−1 which are non-empty. Furthermore κ′(x) contains the number

kx of children of x in Z.5 Let x be 1-level and let Dx and kx be as described
above. Note that, by proposition 7, κ(c) can be computed from κ(x), Dx and kx
in time O(|V |3 · |E|) for any child c of x.

As mentioned before, our memory states will essentially be paths in Z with
some additional information attached to the nodes. In order to be able to formally
define a strategy machineM we have to specify how these states are stored on
tape. To this end we note that we need the following information for every node
p(i) on a path p:

– the number ni indicating that p(i) is the ni-th child of p(i− 1)
– the set λ(p(i))
– the set κ′(p(i)) where this information has already been computed or the the

state of the computation if the information has not been computed yet

Thus our memory states will have the following form:

p = (n0, λ(p, i), θ(p, i)), . . . , (nr, λ(p, r), θ(p, r)) (1)

Here ni means that p(i) is the ni-th child of p(i − 1).6 We write λ(p, i) for the
set λ(p(i)) and likewise κ(p, i) for κ(p(i)). The values θ(p, i) satisfy the following
properties: For every i ∈ {0, . . . , r} we have

– θ(p, i) = κ′(p(i))
– or θ(p, i) = ∅
– or p(i) is 1-level and θ(p, i) = (κ(p, i), c), where c is a configuration ofMκ

We require that θ(p, i) = κ′(p(i)) implies θ(p, j) = κ′(p(j)) for all j < i and
that θ(p, i) = ∅ implies θ(p, k) = ∅ for all k > i. Additionally we require that
if θ(p, i) contains a configuration of Mκ then θ(p, j) = κ′(p(j)) for all j < i
and θ(p, k) = ∅ for all k > i. We say θ(p, i) (or the node p(i)) is untouched if
θ(p, i) = ∅. If θ(p, i) is not untouched and does not contain a configuration of
Mκ we say θ(p, i) (or p(i)) is finished. Otherwise θ(p, i) contains a configuration
ofMκ and we say θ(p, i) (or p(i)) is active.

Proposition 8. The labeling function θ requires space O(|V | + SMκ), where
SMκ is the space consumption of Mκ. Hence the space required to store p is in
O(|V | · (3|V |+ SMκ)) = O(|V | · (|V |+ SMκ)).

5 Note that although this additional information is actually associated with the children of
x we still attach it to x itself. The reason is that in the strategy presented in the previous
subsection, we only used the sets (Ux

i )≥0 if the anchor node of a vertex v was x.
6 By convention we set n0 = ⊥. This value is not used in any computation but to treat the root

in a different way than the rest of the nodes would unnecessarily complicate the notation.



Proof. Note that the number ni ≤ kx (where kx denotes the number of children
of x) requires at most |V | bits (the number of children of a node is bounded by
2|V |). Secondly, note that since λ(p, i) ) λ(p, i+ 1) we necessarily have r ≤ |V |.

⊓⊔

The Strategy Machine Formally M proceeds as follows. We first define the
initial memory state pI . To this end we set n0 = ⊥ and n1 = n2 = · · ·nr = 0
to denote the leftmost path in Z = (N,λ, κ). In particular, we require r to
be maximal (i.e. the node n1 · · ·nr ∈ N is a leaf). Let i be minimal with the
property that n1 · · ·ni is 1-level (i.e. either i = 0 or i = 1). If i = 0 then we
set pI(0) = (n0, λ(pI , 0), (V, cI )), where cI is the initial configuration of Mκ.
Otherwise pI(0) = (n0, λ(pI , 0), V ) and pI(1) = (n1, λ(pI , 1), (κ(pI , 1), cI )). The
properties of θ described above then imply p(j) = (nj, λ(pI , j), ∅) for all j > i.
The memory update below will ensure that, for any memory state p, the highest
node p(i), such that κ(p, i) is not yet available (i.e. θ(p, i) = ∅), is 0-level. Note
that the initial memory state pI satisfies this invariant. Additionally we assume
that at any given moment either all sets κ(p, i) are computed or there exists a
node which is active. The memory update will also preserve this second invariant.

Suppose the input to M is v ∈ V and suppose the current state is p as in
(1). We assume that the highest node in p for which κ has not been computed
is 0-level. Let i be the maximal index with p(i) = (ni, λ(p, i), θ(p, i)), θ(p, i) 6= ∅
and v ∈ κ(p, i). This just means that we pick i maximal such that κ(p, i) has
been computed and contains v. This requires time O(|V |3). We assume that
i < ‖p‖ (the case i = ‖p‖ requires only minor modifications). Note that under
this assumption we either have v /∈ κ(p, i+1) or κ(p, i+1) has not been computed
yet (i.e. θ(p, i+ 1) = ∅). We distinguish these two cases:

(a) κ(p, i + 1) has not been computed yet. Then p(i) is 1-level by assumption.
Furthermore p(i) must be active. Let θ(p, i) = (κ(p, i), c) where c is a config-
uration ofMκ. Assume first that c is not a terminal configuration, i.e. Mκ

requires more computation steps. Then M simulates another computation
step of Mκ and replaces c by its unique successor configuration c′. M out-
puts an arbitrary vertex neighboring v in κ(p, i). This requires no more than
O(log2(|V |)) steps.
If c is a terminal configuration we replace c by the set Dp(i) and the integer
kp(i) which have been computed (requiring O(|V |2) steps since as many tape
cells are required to store the sequence). We then compute κ(p, i + 1) from
Dp(i) (requiring O(|V |3 · |E|) by proposition 7). If i + 1 < ‖p‖ then we
also compute κ(p(i + 2)). This is a simple attractor on the set λ(p, i+ 1) \
λ(p, i+ 2) as p(i+1) is 0-level (requiringO(|V |·|E|·log2(|V |)) steps). Finally,
if even i+ 2 < ‖p‖ then we set p(i+ 2) active, i.e. we replace θ(p, i+ 2) = ∅
by (ni+2, λ(p, i + 2), (κ(p, i + 2), cI)).

For the next move we have two cases:

(i) v /∈ κ(p, i + 1): Then p(i) is the anchor node of v with respect to p.
We proceed as the classical Zielonka strategy indicates and compute

the minimal index t with v ∈ U
p(i)
t (note that this can be done while

computing Dp(i) above). Then v is either in the 0-attractor to U
p(i)
t−1 or

v ∈ Z
p(i)
t . In the first case we play the corresponding attractor strategy.



In the second case we update our memory state to a path through the
corresponding child of p(i). This requires O(|V | · TMλ

) steps, where
TMλ

is the runtime ofMλ.

(ii) v ∈ κ(p, i+ 1): We move to an arbitrary neighbor of v in κ(p, i + 1).

(b) If κ(p, i + 1) has been computed, then again p(i) is the anchor node of v
with respect to p. We proceed as the usual Zielonka strategy indicates: If
p(i) is 0-level, we play an attractor strategy on the set λ(p, i) \ λ(p, i+ 1)
(O(|V | · |E| · log2(|V |)) steps). Otherwise p(i) is 1-level. Then we compute the

minimal t with v ∈ U
p(i)
t and play an attractor strategy on U

p(i)
t or update

the memory to the leftmost path through the unique child c of p(i) with
Zt ⊆ κ(c) (requiring O(|V |3 · |E|+ |V | ·TMλ

) steps) and output an arbitrary
neighbor of v in κ(c).

The complete algorithm is given in algorithm 1.

To prove that this indeed implements a winning strategy we have make a
few preparations. Let MM denote the set of possible memory paths of M, i.e.
the set of paths p of the form (1). Recall from section 2 that fM denotes the
function implemented by M. Given an infinite play π consistent with fM let
ρπ : N → MM be the function which assigns the memory path after the n-th
iteration to any given natural number n ∈ N. So ρπ(1) is the memory path after
the first memory update and so forth. Let Z = ZF = (N,λ, κ) be the fully labeled
Zielonka tree. We claim:

Lemma 4. Let π be a play in G = (A,F) consistent with fM. Then there exists
a unique lowest node xπ in Z and a natural number m0 ∈ N, such that all of the
following assertions hold:

(i) xπ occurs in ρπ(m) for all m ≥ m0.

(ii) xπ is finished in ρπ(m0) (and therefore in ρπ(m) for all m ≥ m0).

(iii) xπ is 0-level.

Proof. For simplicity we refer to ρπ simply as ρ. We first observe that the root
x0 ∈ N occurs finished in every memory path from some point onwards – if the
root is 0-level, it will occur finished from the beginning; if it is 1-level, it will
occur finished from the point onwards, at which the computation of Mκ ends.
Hence the set of nodes which occur finished from some point onwards is non-
empty and so has a unique lowest element xπ (if there are two such that neither
is a descendant of the other then evidently one of them must be deleted time
and again).

It remains to show that xπ is 0-level. Indeed, suppose xπ were 1-level. Let
κ′(xπ) = (κ(xπ),D

xπ , kxπ ). We first observe that there are infinitely manym ∈ N,
such that π(m) ∈ κ(xπ)\κ(x

′), where x′ is the successor of xπ in ρ(m−1) (recall
that κ(x′) is always available for any successor x′ of a finished node). However,
this implies that we attract the token to a set Uxπ

t with a lower index t every
time. Since this can be done only finitely many times, the play must from some
point onwards either remain in the label κ(x′) of one of the children x′ of xπ or
it must leave the arena κ(xπ). Both options contradict the choice of xπ and so
xπ must be 0-level. ⊓⊔

We are now ready to prove the following lemma:



v = read();1

p = load(); // Load current memory state p2

p′ = p;3

(ni, λ(p, i), θ(p, i)) = findAnchorNode(p, v);4

if θ(p, i + 1) = ∅ then // Case (a) above5

if c is not terminal configuration then6

c′ = simulateNextComputationStep(c);7

p′(i) = (ni, λ(p, i), κ(p, i), c′);8

v′ = some neighbor of v in κ(p, i);9

else10

p′(i) = (ni, λ(p, i), κ(p, i), outputTM(c)); // (ni, λ(p, i), κ(p, i),Dp(i), kp(i))11

B = computeKappa(ni+1 , κ(p, i),Dp(i), kp(i)); // κ for 0-level node12

C = computeKappa(B, λ(p, i), λ(p, i + 1)); // κ for 1-level node13

p′(i + 1) = (ni+1, λ(p, i + 1),B);14

p′(i + 2) = (ni+2, λ(p, i + 2), C, cI);15

if v /∈ κ(p′, i + 1) then goto(32);16

else v′ = some neighbor of v in κ(p′, i + 1);17

end18

else // Case (b) above19

if p(i) is 0-level then20

if v′ /∈ λ(p, i) \ λ(p, i + 1) then21

v′ = nextAttractorMove(κ(p, i), λ(p, i) \ λ(p, i + 1));22

else23

n′, V ′ = computeLambda(φ,λ(p, i),λ(p, i + 1)); // new label24

B = computeKappa(κ(p, i),λ(p, i),V ′); // compute κ(n1 · · ·nin
′)25

p′(i + 1) = (n′, V ′,B);26

p′ = finishPath(p′,i + 1);27

v′ = nextAttractorMove(κ(p′ , i), λ(p′, i) \ λ(p′, i + 1));28

end29

else30

t = minimalSetContainingVertex(v, Dp(i)); // Minimal t with v ∈ Ut31

if v ∈ Attr
κ(p,i)
0 (U

p(i)
t−1 ) then32

v′ = nextAttractorMove(κ(p, i),U
p(i)
t−1 );33

else34

n′ = t mod kp(i);35

B = computeKappa(n′ , κ(p, i),Dp(i), kp(i));36

V ′ = computeLambda(φ,λ(p, i),n′);37

p′(i + 1) = (n′, V ′,B);38

p′ = finishPath(p′,i + 1);39

v′ = some neighbor of v in B;40

end41

end42

end43

store(p′);44

write(v′);45

Algorithm 1: The Adaptive Muller Algorithm.

Input: unfinished path p′ and index t
while p′(t) has child do // compute complete path1

Vt = computeLambda(φ,λ(p′ , t),0);2

p′(t + 1) = (0, V ′, ∅);3

t = t + 1;4

end5

return p′;6

Algorithm 2: The finishPath subroutine.



Lemma 5. M implements a winning strategy for player 0.

Proof. Let π be consistent with fM and let xπ be the unique 0-level node chosen
according to lemma 4. Then, by choice of xπ as the lowest node which is seen
infinitely often in ρπ we must have infinitely many vertices π(m) ∈ κ(xπ) \κ(x

′),
where x′ is the successor of xπ in p(m − 1). This implies that π(m) is in the

attractor Attr
κ(xπ)
0 (λ(xπ) \ λ(x

′)). Since we update the memory path to a path
through the next sibling of x′ (in some fixed order) in some later iteration, we
conclude that we see a vertex from λ(xπ) \ λ(x

′) for every child x′ of xπ. Since
xπ is 0-level this implies that π is won by player 0. ⊓⊔

Altogether we have shown the following lemma:

Lemma 6. Let G = (A,F) be a Muller game, where A = (V,E) and F is
given by a propositional formula φ. Then there exists a strategy machine M
of size ‖M‖ ∈ O(|V |2 + ‖φ‖ · log2(|V |) + ‖Mλ‖ + ‖Mκ‖), space consumption
S(M) ∈ O(|V | · (|V |+ SMκ)) and latency T (M) ∈ O(|V |3 · |E|+ |V | · TMλ

).

Note that the latency and space complexity are parametrized by the runtime
and space complexity of Mλ and Mκ respectively. Since solving Muller games
is Pspace complete [HD05,HD08] it follows that we can assume SMκ to be
polynomial in |V | + ‖φ‖. In fact, as is outlined in appendix C, a 2-tape Turing
machine can decide in space O(|V | · (|V |+ ‖φ‖) · log2(|V |)) if a vertex v belongs
to the winning set of player 0 or not. Using this complexity bound, one can show
that SMκ is also in O(|V | · (|V |+‖φ‖) · log2(|V |)). Note also that we may assume
‖Mκ‖ to be constant in A and φ, since by assumption all references to A and
φ use the internal representation ofM. SoMκ. The bottleneck is TMλ

. We can
bound Tλ by |V | · log2(|V |) ·max{|F|, |FC |}. Note that if φ allows us to obtain a
faster algorithm for finding a maximal model we can decrease this bound. In the
following subsection we will show how to obtain an efficient machineMλ if the
winning condition φ is given by a Streett condition.

For the general case we now have:

Theorem 3. Let G = (A,F) be a Muller game, where A = (V,E) and F is given
by a propositional formula φ. There exists a strategy machineM of size and space
requirement polynomial in |V | and ‖φ‖. The latency is linear in max{|F|, |FC |}.
More precisely we have size ‖M‖ ∈O(|V |2+‖φ‖ · log2(|V |)), space consumption
S(M) ∈ O(|V |2 · (|V |+‖φ‖) · log2(|V |)) and latency T (M) ∈ O(|V |2 · (|V | · |E|+
log2(|V |) ·max{|F|, |FC |})).

Muller games are usually solved via latest appearance records [GH82,McN93],
yielding a Mealy machine of size |V | · |V |!. The strategy machine obtained by
applying proposition 1 is of size |V |2 · |V |!. The size we obtain in the above
theorem is exponentially lower at the price of an exponentially longer latency.

Remark 3. Note that, unlike the situation of computing κ′, we do not spread out
the computation ofMλ across the infinite play. The reason for this is that we do
not have a compact representation of the sets λ(x0), . . . , λ(xk) for the children
x0, . . . , xk of x. This is in contrast to the labels κ(x0), . . . , κ(xk), where the set
Dx provided such a compact representation.



6 Streett Games

Note that every Streett condition Ω can be written as an equivalent Muller con-
dition FΩ = {X ⊆ V | X violates no pair from Ω}. There is a characterization
of those Muller conditions, which are equivalent to a Streett condition.

Proposition 9 (see [Zie98]). Let F be a Muller condition. The following are
equivalent:

(a) There exists a Streett condition Ω with FΩ = F.
(b) The Zielonka tree ZF is a 1-tree7.

Let Ω = {(R1, G1), . . . , (Rk, Gk)} be a Streett condition over V . We may
assume that Ri ∩ Gi = ∅ for all i = 1, . . . , k. Given Ω the computation of the
sets max(F) becomes much easier, as the following considerations show:

Proposition 10. Let X ⊆ V , such that X ∈ FΩ. If Y ⊆ X is maximal with
Y /∈ FΩ then there exists i ∈ {1, . . . , k} with Y = X \Gi and Ri ∩X 6= ∅.

Proof. Let Y be such a set. Then clearly Y violates at least one Streett pair
(Ri, Gi). Note that this implies X ∩Ri 6= ∅. Let Y

′ = X \Gi. Then Y ⊆ Y
′. Also

we have Y ′ /∈ FΩ. The maximality of Y implies Y = Y ′. ⊓⊔

This implies that there are at most k elements in max(F′) for every sub-condition
F′. We now show that under certain conditions the converse is also true. To this
end let X ∈ FΩ be fixed. We define a partial order on Ω. We let (R,G) ≤X

(R′, G′) if R∩X 6= ∅ 6= R′∩X and G′∩X ⊆ G∩X. Note that if (R,G) ≤X (R′, G′)
then X \G ⊆ X \G′. We define

Ωmax
X = {(R,G) ∈ Ω | ∀(R′, G′) ∈ Ω : (R′, G′) 6>X (R,G)}

We can now show:

Proposition 11. Let X ∈ FΩ. Then Y ⊆ X is maximal with Y /∈ FΩ iff
there exists (R,G) ∈ Ωmax

X with Y = X \ G. Moreover, for all such pairs
(R,G), (R′, G′) ∈ Ωmax

X we have (R,G) ≡X (R′, G′).

Proof. From left to right we proceed as before. Let Y /∈ FΩ. By the previous
proposition there exists i with Y = X \ Gi and Ri ∩ X 6= ∅. We claim that
also (Ri, Gi) is ≤X-maximal, i.e. (Ri, Gi) ∈ Ωmax

X . Indeed, if there is j with
Rj ∩X 6= ∅ and X ∩Gj ( X ∩Gi, then X \Gj ) X \Gi = Y , in contradiction
to the maximality of Y . The claim (R,G) ≡X (R′, G′) for all pairs which yield
Y is trivial.

For the converse let (R,G) ∈ Ωmax
X be a Streett with Y = X \ G. If Y ′ is

such that Y ( Y ′ ⊆ X with Y ′ /∈ FΩ then by the previous direction there exists
(R′, G′) ∈ Ωmax

X with Y ′ = X \G′. This immediately implies (R′, G′) >X (R,G).
A contradiction. ⊓⊔

Using the preceding propositions we can construct a Turing machineMλ as
used in algorithm 1 from the previous section. Recall that we requiredMλ to be
a Turing machine which takes tuples of the following form as input.Mλ either

7 cf. sec. 5.1



receives a tuple (X,X ′) with two sets X,X ′ ⊆ V or a tuple (X,n) with X ⊆ V
and n ∈ N as input. In the first case we assume X ′ ⊆ X ⊆ V , such that either
X ∈ F and X ′ ∈ max(F↾X) or X /∈ F and X ′ ∈ max(FC ↾X). In the second case
me may assume n ≤ |max(F↾X)| if X ∈ F or n ≤ max(FC ↾X)| if X /∈ F.

Upon any input (X, ∗), with ∗ being either a set or a number, Mλ first
computes Ωmax

X and for every ≡X-equivalence class it retains at most one repre-
sentative. This takes time O((k · |V | · log2(|V |))

2). We denote the resulting set
by Ω′. It is an ≤X-antichain. In the following we assume Ω′ has been computed.
Write Ω′ = {(Ri1 , Gi1), . . . , (Ris , Gis)}.

Suppose now we are given an input (X,X ′) with X ∈ F. Then there exists
ij with X ′ = X \ Gij . Moreover, since Ω′ is an ≤X-antichain, this index ij is
unique. We compute Z = X \G(i+1 mod s)+1. If Z 6= X ′, we output Z. Otherwise
i = (i+1 mod s)+ 1 by the uniqueness of i. Then we simply output X ′ again. If
we are given a natural number n instead of X ′ we compute the n-th set in this
fashion meaning we choose the n-th index in.

IfX /∈ F then the node with labelX can have at most one child. Consequently
we output X ′ if we are given an input of the form (X,X ′) or we must compute
the unique maximal set X ′ ⊆ X with X ′ ∈ F if it exists. To this end we use the
(unmodified) Streett condition Ω and for every pair (R,G) ∈ Ω with G∩X = ∅
we remove all elements in X∩R from X. This requires time O(|V | ·k · log2(|V |)).
We have shown:

Proposition 12. Let Ω be a Streett condition. Then there exists a machineMλ

computing λ with runtime TMλ
∈ O((|V | · k · log2(|V |))

2).

As a consequence of the previous considerations and lemma 6 we obtain:

Theorem 4. Let G = (A, Ω) be a Streett game. Then there exists a strategy
machine of size, space requirement and latency polynomial in |V | and |Ω|. More
precisely M is of size ‖M‖ ∈ O(|V |2 + |V | · |Ω| · log2(|V |)), space consumption
S(M) ∈ O(|V |2(|V |+ |Ω|) · log2(|V |)) and latency T (M) ∈ O(|V |2 · (|V | · |E|+
|Ω|2 · log2(|Ω|)

2)).

Recall that Streett games are usually solved using index appearance records
[Saf92,GTW02]. This memory structures yields Mealy machine with roughly
|Ω|2 · |Ω|! states. Recalling the construction from proposition 1 a straightfor-
ward conversion of such a machine to a strategy machine would yield one of size
O(|Ω|2 · |Ω|! · |V |) and of latency O(|Ω|). We significantly reduce the size of the
strategy machine while the latency remains polynomial in |Ω|.

7 Conclusion and Future Work

We introduced the formal model of a strategy machine based on Turing machines.
We showed how different new criteria of a strategy – latency, space requirement
and size – fit into this model, providing general lower bounds for the classes of
Muller, Streett and LTL games. Using this model one can obtain polynomial
sized machines for Muller games which have polynomial space requirement. The
runtime is linear in the size of the winning condition. This machine adapts the
strategy as the play proceeds and critically relies on the fact that costly compu-
tations may be spread out over the course of several iterations. We were able to



show that in the special case of a Streett game the very same algorithm can be
made to work with a polynomial latency in the size of the arena and of the num-
ber of Streett pairs. The space requirement and size of all our strategy machines
are polynomial in the size of the winning condition (given by a propositional
formula) and of the arena. Altogether, this is an exponential improvement over
the straightforward way of transforming a Mealy machine into a strategy ma-
chine via a case distinction over all inputs. This approach results in a machine
of exponential size in general.

We plan to extend these results to different kinds of ω-regular games. We have
partial results on Request-Response games. Another, more ambitious task, is to
derive a theory of transforming arbitrary Mealy machines into strategy machines
in such a way that the space consumption, latency and size obey certain bounds.
Likewise one would like to find relations between the parameters indicating the
nature of a trade-off. Infinite-state strategies fit neatly into our model and lend
themselves to a closer study in this context.
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brenik, René Thiemann: Automated Termination Analysis for Logic Pro-

grams with Cut

2010-11 Martin Zimmermann: Parametric LTL Games
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A Turing Machine Complexity Proofs

Throughout this section, let A = (V,E) be an arena with V ⊆ B∗. We make this as-

sumption so as to not have to deal with encoding vertices as binary strings. This encoding

does not influence the results mentioned below except where explicitly mentioned.

A.1 Representing the Arena

We first describe a two-tape Turing machineMA which represents the arena A. The
idea is to callMA as a subroutine, which is why we allow it to have several initial states.

A call to the machine is then implemented as moving the calling machine writing its

state onto the tape and moving to one of the input states ofMA. The representation

will resemble an adjacency list.

FormallyMA = (Q,B, B̂, qnext, qE , qtE , δ, qreturn, qfail, qEOF ). We first describe

the meaning of the respective input state. Then we turn to describe the semantics in

detail.

First, qnext will write the next vertex (in some fixed order) from V on the second

tape if a vertex is given initially. Otherwise it will output the first vertex. The state qE
is intended for edge lookup. Roughly speaking it will give the first vertex (in some fixed

order) which is adjacent to the input vertex. If there are two (adjacent) vertices given,

it will produce the next neighbor or signal that there is no next neighbor. In a similar

fashion qtE (the t is for transpose) is intended to give the next adjacent vertex in the

transpose arena AT = (V,ET ), where ET = {(y, x) | (x, y) ∈ E}.

More formally, let v = v0 · · · vk ∈ Bk be the input. We assume this input to be on

the first tape of the machine. From state qnext the machine will read v. For this we have
states qnb0···bt for t ≤ k, bi ∈ B, such that (qnext, v)⊢

∗(v, qnv ). If v /∈ V it will terminate

with state qfail. Otherwise it will output the next vertex v′ in some fixed internal order

of V . If there is no next vertex the machine will terminate in state qEOF . Otherwise it

will terminate in state qreturn. If no input is given then the first vertex in this order is

written onto the second tape. The machine terminates in state qreturn.

From state qE the machine will inspect an adjacency-list representation it has in

memory. Suppose the input is v. If the second tape also contains a vertex v′ the machine

will verify that both v and v′ are in V and that (v, v′) ∈ E. If one of these assertions

is not met, the machine will terminate in state qfail. Otherwise the machine will output

the next vertex v′′ neighboring v if it exists. In this case it will terminate in qreturn.
Otherwise it will terminate in qEOF . If no vertex v′ is given on the second tape (i.e.

the second tape is empty), the machine will simply output the first neighbor of v. The
meaning of qtE is analogous except that we consider AT instead of A.

One easily verifies thatMA requires O(|V |2) states. If L is the maximal length of

a string v ∈ V , the runtime is bounded by O(L).

A.2 Attractor Computation

Now we turn to attractor computation. Let A = (V,E) be an arena, given as a sub-

programMA as described above. We assume that last(v) = 1 iff v ∈ V1. Note that we

can ensure this by encoding the vertices with one bit overhead. We denote the length of

the longest word v ∈ V by L.



Proposition 13. There exists a two tape Turing machine with O(|V |2) states
using MA as a subroutine, which computes the attractor of a given set S ⊆ V
in time O(|V | · |E| · L).

Proof. Let S be given on the first tape as a sequence of vertices s1#s2# · · ·#sk.
Then our machine first moves this description on the second tape. This requires
|S| · L steps. Next it writes a pair (vi, ni) for every player 1 node vi ∈ V1 onto
the first tape. Here ni is the number of edges going out of vi. This requires time
O(|V | · |E|). To see this consider the machine MA from the previous section.
We iteratively call MA with initial state qnext, discarding all V0 vertices. For
every V1 vertex encountered we switch into state qE to produce a neighbor until
the machine terminates with qEOF . For every neighbor we increment the counter
associated by one.

We can now turn to the attractor computation. Assume level A = A
(0)
k has

already been computed and is available on the second tape. For every vertex v
from A we perform the following computation. We copy v to the first tape. Then
we move the head of the second tape to the first position after A (indicating
the boundary by ##, say). Now we invoke MA with qtE , i.e. we look at the
predecessors v′ of v (O(L) for each predecessor). We now scan the content to
the left (on the second tape) for an occurrence of v′ (O(|V |)). If we find one,
we have two options. Either v′ ∈ V0, in which case we advance the head to its
right proceeding with the next predecessor, or it is in V1. Then we decrement the
corresponding counter on the first tape (O(|V |1 · L)). If it reaches 0 we leave v′

and proceed with the next predecessor. Otherwise we overwrite v′ with the next
predecessor. In total these operation require O(|V | · L). Note that we consider
each edge at most one, which means that in effect we need

∑

e∈E |V | · L =
|E| · |V | · L. ⊓⊔

A.3 Representing Winning Conditions

In this section we describe a Turing machine representing the winning condition in the

two classes of ω-regular games studied in this paper – Muller and Streett games. We will

use this Turing machine as a subroutine in more complex machine, as was done with the

machine representing the arena or the machine computing the attractor.

Muller Conditions We now turn to Muller games. Let F be given as a propositional

formula φ in negation normal form (NNF) over the set V of variables. We are going

to describe a two-tape Turing machine which decides whether {v1, . . . , vk} |= φ for a

given input {v1, . . . , vk} ⊆ V .

For rigor’s sake, define ‖φ‖ by induction on the construction of NNF formulas φ. If
φ = v or φ = ¬v for v ∈ V then ‖φ‖ = 1. Then define ‖φ∨ψ‖ = ‖φ‖+‖ψ‖ = ‖φ∧ψ‖.
The machineM will have O(‖φ‖ · log2(|V |)) states. It will have two tapes. Suppose

the input on the first tape is v1#v2# · · ·#vk encoding {v1, . . . , vk} ∈ V (notice that

here vi ∈ V ⊆ B∗ is a sequence of bits). Then the machine will write a copy of φ onto

the second tape. To do this it requires O(‖φ‖ · log2(|V |)) states. It will then iterate

over the input sequence v1, . . . , vk and replace their occurrence with 1 or 0 depending

on whether they appear positively or not. If the machine encounters a formula of the

form ψ ∨ 1 it replaces it by 1 and likewise it replaces ψ ∧ 0 by 0. In this way it will



terminate with the result 1 or 0 of the query depending on whether the set {v1, . . . , vk}
is a model of φ or not. For this it requires O(k · ‖φ‖ · log2(|V |)) steps.

Streett Conditions Considering Streett games, we take an approach that amounts

to writing the Streett pairs on tape. The machineM does not take any input and simply

writes all Streett pairs on tape. This requires O(|Ω| · |V | · log2(|V |)) memory states

and the same amount of computation steps.

B Hardness Claims

Streett and Muller Games Consider the arena An as depicted for n = 6 in figure

1. Define a propositional formula φn =
∧

i yi = 1 ↔ xi = 1 and a Streett condition

Ωn = {({yi = 1}, {xi = 1}), ({yi = 0}, {xi = 0}) | i = 1, . . . , n}. Evidently both

conditions have linear size in n. It is now straightforward to verify proposition 3.

x1 = 1

x1 = 0

y6 = 1

y6 = 0

x2 = 1

x2 = 0

y5 = 1

y5 = 0

x3 = 1

x3 = 0

y4 = 1

y4 = 0

x4 = 1

x4 = 0

y3 = 1

y3 = 0

x5 = 1

x5 = 0

y2 = 1

y2 = 0

x6 = 1

x6 = 0

y1 = 1

y1 = 0

Fig. 1. Arena A6 for Muller and Streett games.

LTL Games We show the following claim:8

Proposition 14. The class of LTL games is 22
n

-hard. The winning conditions
of the witnessing family are of size O(n2).

Consider the arena Bn for n ∈ N as depicted in figure 2 for n = 6. Player 1 moves

from shaded, square vertices. Player 0 moves from all remaining vertices. The idea is that

player 1 will play the loop back to a from d a finite number of times. If he plays this

loop infinitely many times player 0 wins. Every such sequence between a and d (without

any occurrence of a or d in between) is called a round. Every round corresponds to an

assignment of x1, . . . , xn. Finally player 1 moves to b and picks another assignment of

x1, . . . , xn. Then player 0 must make a decision: If player 1 played an assignment after

b which did not occur in any of the rounds before, player 0 must move to ’no’. Otherwise

he must move to ’yes’.

We give an LTL formula, which describes this winning condition. Consider the fol-

lowing LTL formulas:

ψn = F
(

a ∧
n
∧

i=1

Xixi = 1↔ F(b ∧Xixi = 1)
)

8 For a definition of the terminology see section 4.



The formula ϕn = G¬b ∨ ((Fyes)↔ ψn) defines the winning condition just outlined.
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x4 = 1

x4 = 0

x3 = 1

x3 = 0

x5 = 1

x5 = 0

x2 = 1

x2 = 0

x6 = 1

x6 = 0

x1 = 1

x1 = 0

d

b

yes

no

Fig. 2. Arena B6 for LTL games.

It is left to the reader to verify that any Mealy machine strategy for player 0 in the

game Gn = (Bn, ϕn) must have at least 22
n

states. Since An has 6n + 4 ∈ O(n)
vertices, the family (Gn)n≥1 is 22

n

-hard. Note also that ‖ϕn‖ ∈ O(n2).

C The Space Complexity of Solving Muller Games

It is well known that solving Muller games is Pspace complete [HD05,HD08]. However,

for our purposes we want a specific space bound. Below we will give a coarse estimate

using Zielonka’s algorithm [Zie98].

Proposition 15. There exists a 2-tape Turing machineM which on input A =
(V,E) (given as an adjacency matrix), propositional formula φ and a vertex
v ∈ V decides in space O(|V | · (|V |+‖φ‖) · log(|V |)) whether v ∈ W0 in the game
G = (A, φ).

Proof. The machine M first tests whether V |= φ. This requires space ‖φ‖ ·
log(|V |). If V |= φ we continue to work with ¬φ. Hence, we assume that V 6|= φ.

On the second tape,M now constructs the sequence (Ui)i≥0 of subsets of V
described in section 5.1, starting with U0 = ∅. In [Zie98] it is shown that v is in
the winning region of player 0 iff v ∈ Ui for some i ∈ N. Hence it is sufficient
to retain the unions

⋃

j≤iUi over all sets Uj computed so far. This requires
space O(|V | · log2(|V |)). We need the labels for the children c0, . . . , ck−1 of the
root in the Zielonka tree for φ. To compute the next such label requires space
|V |+ ‖φ‖ · log2(|V |). We start with the label of c0. Finally we need a counter r,



counting the number of times since we last added a vertex to
⋃

j≤iUj . Note that
r is bounded by k and so log2(r) ≤ |V |.

After i steps (during which the set U =
⋃

j≤i Uj has been computed), we

compute the attractor X = AttrA0 (U) (requiring additional space of O(|V | ·
log2(|V |))). Then we consider the 0-trap B = A\X. We compute Y = AttrB1 (V \
λ(ci mod k)), again using space O(|V | · log2(|V |)). Finally we solve the subgame
(B \ Y, φ(ci mod k)). Here φ(ci mod k) denotes the formula obtained from φ by
replacing all variables not in λ(ci mod k) by 0.

Observe that the space requirement without the recursive call is in O((|V |+
‖φ‖) · log2(|V |)). Observe that if the Zielonka tree for φ(ci mod k) has height 0, the
space requirement for this step is ‖φ‖ · log2(|V |), since we only have to check if
the (only) node in this tree is labeled with a model of φ(ci mod k) or not. Observe
furthermore that the tree has height ≤ |V |. Our claim thus follows by induction
on the height of the Zielonka tree. ⊓⊔


